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Abstract 

Data mining define as getting or “mining” the knowledge from large amount of data. As we 

know that mining of gold from rocks and sand is referred to as “Gold Mining” rather than rock 

and sand mining. So that “data mining” means “knowledge mining from data”. 

 

In the other words we can also define data mining such as “knowledge mining from databases, 

knowledge extraction, data/pattern analysis, and data dredging. 

 

In this paper we discuss about data mining and its different type of techniques used in health 

care. 
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Introduction 

Databases today can range in size into the terabytes-1,000,000,000,000 bytes of data. Within 

these masses of data lies hidden information of strategic importance. But when there are so many 

trees, how can you draw meaningful conclusion about the forest? 

 

The newest answer is data mining, which is being used both to increase revenues and to reduce 

cost. Worldwide; organizations of all types are achieving measurable payoffs from this 

technology. 

 

Data mining finds patterns and relationship in data by using sophisticated techniques to build 

model-abstract representation of reality. A good model is a useful guide to understanding your 

business and making decisions. Data mining, the extraction of hidden predictive information 

from large databases, is a powerful new technology with great potential to help companies focus 

on the most important information in their data warehouses. 

 

Many people treat data mining as a synonym for another popularly used term, \Knowledge 

Discovery in Databases", or KDD. Alternatively, others view data mining as simply an essential 

step in the process of knowledge discovery in databases. Knowledge discovery as a process is 

depicted in Figure 1.4, and consists of an iterative sequence of the following steps:  data cleaning 

(to remove noise or irrelevant data),  data integration (where multiple data sources may be 

combined)1 ,  data selection (where data relevant to the analysis task are retrieved from the 

database),  data transformation (where data are transformed or consolidated into forms 

appropriate for mining by performing summary or aggregation operations, for instance)2 ,  data 

mining (an essential process where intelligent methods are applied in order to extract data 

patterns),  pattern evaluation (to identify the truly interesting patterns representing knowledge 

based on some interestingness measures, and knowledge presentation (where visualization and 

knowledge representation techniques are used to present the mined knowledge to the user)[1] 

The data mining step may interact with the user or a knowledge base. The important patterns are 

presented to the user, and may be stored as new knowledge in the knowledge base. Note that 

according to this view, data mining is only one step in the entire process, albeit an essential one 

since it uncovers hidden patterns for evaluation. We agree that data mining is a knowledge 
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discovery process. However, in industry, in media, and in the database research milieu, the term 

\data mining" is becoming more popular than the longer term of knowledge discovery in 

databases". Therefore, in this book, we choose to use the term \data mining".[2] We adopt a 

broad view of data mining functionality: data mining is the process of discovering interesting 

knowledge from large amounts of data stored either in databases, data warehouses, or other 

information repositories. Based on this view, the architecture of a typical data mining system 

may have the following major components: 1. Database, data warehouse, or other information 

repository. This is one or a set of databases, data warehouses, spread sheets, or other kinds of 

information repositories. Data cleaning and data integration techniques may be performed on the 

data. 2. Database or data warehouse server. The database or data warehouse server is responsible 

for fetching the relevant data, based on the user's data mining request. [3]3. Knowledge base. 

This is the domain knowledge that is used to guide the search, or evaluate the interestingness of 

resulting patterns. Such knowledge can include concept hierarchies, used to organize attributes or 

attribute values into different levels of abstraction. Knowledge such as user beliefs, which can be 

used to assess a pattern's interestingness based on its unexpectedness, may also be included. 

Other examples of domain knowledge are additional interestingness constraints or thresholds, 

and metadata (e.g., describing data from multiple heterogeneous sources). 4. Data mining engine. 

 

DATA MINING TECHNIQUES 

There are various type of data mining techniques such as association, classification and 

clustering are very useful in  healthcare organization to enhance their capability for building 

appropriate conclusions for patient health from raw facts and figures . 

1. Classification: Classification includes of two footsteps: - 1) Training and 2) Testing. Training 

makes a classification model on the basis of training data collected for generating classification 

rules. The IF-THEN prediction rule is highly popular in data mining; they signify facts at a high 

level of abstraction. The accuracy of classification model hinge on the degree to which 

classifying rules are true which is estimated by test data [9]. In health care domain classification 

can be made useful as “if Diabetic Family History=yes AND High Sugar Intake=yes THEN 

Diabetes Possibility=High”. Hat ice et al., to analyse skin diseases by using weighted KNN 

classifier [4]. 
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2. Clustering is unalike from classification; it does not have predefined classes. A large database 

is broken into number of small subgroups which is known as clusters. It breaks the data based on 

similarities it have. Clustering algorithms discovers collections of the data such that objects in 

the same cluster are more identical to each other than other groups [5]. Tapia et al. examined the 

gene expression data with support of hierarchical clustering approach by using genetic algorithm 

[6]. 

3. Association also play very important role in the health care industry to discover the 

relationships between diseases, state of human health and the symptoms of disease. Ji et al., used 

association in order to learn uncommon casual relationships in Electronic health databases [10]. 

An integrated approach of using Association and Classification techniques also improved the 

capabilities of Data Mining. Sony et al., have used this integrated approach of association and 

classification for studying health care data. This integrated approach is useful for determining 

rules in the database and then by using these rules, an effective classifier is raised. The study 

made experiment on the data of heart patients and generate rules by weighted associative 

classifier [12]. Thus, Association also has an ample influence in the healthcare field to identify 

the relationships among various diseases, state of human health and the symptoms of disease. 

 

 

 

 

 

 

 

 

 

 

Figure:  Proposed approach for data mining in health care 
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Conclusion 

With the recent rapid rise in the quantity of biomedical data that is gathered by electronic means 

in critical care and the rampant availability of inexpensive and dependable computing 

equipment, many researchers has started, or are eager to start, exploring these data. In this paper 

we observe some data mining techniques that have been employed for medical data. As there is a 

voluminous record in this industry and because of this, it has become requisite to use data mining 

techniques to help in decision support and prediction in the field of Healthcare to identify the 

kind of disease. The medical data mining produces business intelligence which is useful for 

diagnosing of the disease. This paper throws light into data mining techniques that is used in 

health care. 
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